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ABSTRACT

Deep-learning based speech enhancement systems have
offered tremendous gains, where the best performing ap-
proaches use long short-term memory (LSTM) recurrent neu-
ral networks (RNNs) to model temporal speech correlations.
These models, however, do not consider the frequency-level
correlations within a single time frame, as spectral dependen-
cies along the frequency axis are often ignored. This results in
inaccurate frequency responses that negatively affect percep-
tual quality and intelligibility. We propose a deep-learning
approach that considers temporal and frequency-level de-
pendencies. More specifically, we enforce spectral-level
dependencies within each spectral time frame through the in-
troduction of a recurrent output layer that models the Marko-
vian assumption along the frequency axis. We evaluate our
approach in a variety of speech and noise environments, and
objectively show that this recurrent spectral layer offers per-
formance gains over traditional approaches. We also show
that our approach outperforms recent approaches that con-
sider frequency-level dependencies.

Index Terms— speech enhancement, intra-spectral cor-
relations, recurrent neural networks, long short-term memory

1. INTRODUCTION

Speech enhancement, which strives to effectively remove
unwanted background noise, is an important problem for
several applications, including voice-based home assistants
(e.g. Google Home and Amazon Echo), hearing aids, and
many military applications. The performance of these devices
and applications severely degrades when noise is present, as
noise makes it difficult to understand speech, largely due to
spectral and temporal masking effects that render the speech
inaudible. Humans can recognize speech in extreme noisy
environments, but this is not the case for the above systems.
Thus, it is important that speech enhancement continue to
improve to increase the usability of these devices.

Deep learning is advancing the field of speech enhance-
ment, where a wide range of architectures have been used
to address this problem. Approaches have been developed

using various networks, including, deep neural networks
(DNNs) [1, 2, 3, 4], autoencoders [5, 6], long short-term
memory (LSTM) networks [3, 7, 8], and convolutional neural
networks (CNNs) [9]. Speech enhancement generally takes
the form of either time-frequency (T-F) masking or signal ap-
proximation. Masking-based approaches estimate T-F filters
that generate clean-speech estimates by applying a filter to the
noisy speech. In [1], it is shown that a ratio masking approach
outperforms other T-F masking targets, where a DNN is used
to estimate the ideal ratio mask (IRM). A ratio mask that
uses phase information (e.g. phase-sensitive mask (PSM)) is
proposed in [8]. This approach uses a phase-sensitive cost
function and a LSTM recurrent neural network (RNN). More
recent approaches use deep clustering (DC), which groups
learned activations into classes (e.g. speech dominant or
noise dominant), to form a binary mask (BM) [10]. The BM
retains T-F units that are speech dominant. DC approaches
use LSTM networks to capture inter-temporal speech cor-
relations. Signal-based approaches, which directly estimate
the speech magnitude response, have also been proposed re-
cently, where variants of LSTM, DNN, and RNN networks
are used [2, 5, 3, 4].

All the above approaches produce T-F outputs that are
based on prior network layers and prior (in time) outputs of
that T-F unit. In other words, the spectral output at a partic-
ular time-frequency point is not based on the spectral out-
put at adjacent or nearby frequency points. This is prob-
lematic as it is known that speech has spectral dependencies
along the frequency axis [11, 12, 13]. The above approaches
only address spectral correlations across time. Two recent
approaches have been developed to address frequency-level
dependencies, but they have only been evaluated for auto-
matic speech recognition [14] or audio restoration after cod-
ing [15]. Both approaches use dedicated LSTM modules to
learn spectral dependencies, but this is either done at the sub-
band frequency-level or over all time. Additionally, these
approaches do not consider local spectral dependencies over
short-time instances. Nevertheless, these approaches have
shown that incorporating spectral dependencies offers notice-
able improvements, but it is not clear if this will have the same
impact for speech enhancement.
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In this paper, we propose an intra-spectral (e.g. across-
frequency) recurrent layer that captures frequency depen-
dencies within each time frame of a speech signal. Given a
noisy speech input, multiple LSTM layers first capture the
temporal dependencies of speech. We then append the pro-
posed intra-spectral recurrent layer to enforce spectral-level
dependencies. The entire network is trained to estimate the
log-magnitude spectrum of clean speech. Other spectral-
dependent approaches [14, 15] have been proposed previ-
ously, but our approach effectively captures the intra-spectral
dependencies. To the best of our knowledge, intra-spectral
dependencies have not been investigated for monaural speech
separation.

The rest of the paper is organized as follows. Traditional
deep learning-based speech enhancement is discussed in sec-
tion 2. In section 3, we describe our proposed intra-spectral
recurrent (ISR) and intra-spectral bi-direectional recurrent
(ISBR) layers. A discussion of the experiments and results is
provided in section 4. We conclude in section 5.

2. NEURAL NETWORK-BASED SPEECH
ENHANCEMENT

Let’s define st as a clean speech signal and nt as unwanted
background noise, both in the time domain. ŝt is an estimate
of the clean speech signal, which is an enhanced version of
the noisy speech mixture, mt (e.g. mt = st + nt). St,k is the
T-F domain signal at time t and frequency k, which is com-
puted from st using the short-time Fourier transform (STFT).
Correspondingly, St,k has a magnitude response, |St,k|, and
a phase response, θSt,k

, where St,k = |St,k|eiθSt,k . Most
speech enhancement systems enhance the magnitude re-
sponse of noisy speech, |Mt,k|, in order to produce an esti-
mated version, |Ŝt,k|. An estimate of the time-domain signal,
ŝt is produced by combining the enhanced magnitude re-
sponse, with the phase response of the noisy speech. Note
that we are not addressing phase enhancement, and will leave
that for future work.

Signal-based speech enhancement uses a function, Fφ(·),
to learn a mapping between noisy and clean speech (e.g. |Ŝt,k| =
Fφ(|Mt,k|), where φ defines the system parameters. The
mapping is determined by minimizing an objective function
over all training examples. The objective function, which is
typically the mean-square error (MSE), compares each sam-
ples estimated speech signal to the true clean speech (e.g.
∑

t,k

(
|Ŝt,k| − |St,k|

)2

).

2.1. Deep neural network (DNN) approach

DNNs map noisy speech to estimates of clean speech by pro-
cessing the input through multiple layers of neurons. In this
case, φ represents specific weight values and network con-
figurations. Lets define pt as the input vector to the DNN

model (e.g. pt = |Mt,:|) and ŷt,k as the predicted output
(e.g. ŷt,k = |Ŝt,k|) at a specific T-F unit. Here, : indicates
that values across all frequency points are retained. Addition-
ally, we define nl as the number of neurons in the lth layer,
V l ∈ IRnl×nl−1

as the weight matrix in the lth layer, and
zl ∈ IRnl

as the bias vector in the lth DNN layer. Note that
l ∈ [1, L] . The neuron output at each layer is computed as
defined in Eq. (1), where σ is the activation function and al

t

is the nl-dimensional vector of neuron outputs at the tth time
frame.

al
t = σ(V lal−1

t + zl) (1)

The output is generated when l = L, so ŷt = aL
t . Similarly,

the input is defined when l − 1 = 0 (or a0
t = pt), where

pt represents the short-time log-magnitude spectrum at time
t, i.e. pt = |Mt,:|. Standard backpropagation is used to de-
termine optimal values for the weight matrices, V l, and bias
vectors, zl, at each layer.

It is clear from (1), that the output at a certain layer, only
depends on the outputs from the prior layer. Additionally for
the output layer, the spectral output at each neuron does not
depend on spectral outputs from other output-layer neurons.
The network can feasibly give uncorrelated (across time and
frequency) outputs, which is undesired since speech is both
spectrally and temporally correlated.

2.2. Long short-term memory (LSTM) approach

LSTM networks are a type of recurrent architecture that
utilize short- and long-term temporal information to make
temporally-correlated predictions. This is accomplished by
considering current and previously observed data. More
specifically, a LSTM generates outputs using the following
calculations:

f l
t = σg(W

l
fa

l−1
t +U l

fh
l
t−1 + blf ) (2)

ilt = σg(W
l
ia

l−1
t +U l

ih
l
t−1 + bli) (3)

ol
t = σg(W

l
oa

l−1
t +U l

oh
l
t−1 + blo) (4)

clt = f l
t ◦ clt−1 + ilt ◦ σc(W

l
ca

l−1
t +U l

ch
l
t−1 + blc) (5)

hl
t = ol

t ◦ σh(c
l
t) (6)

al
t = σa(W

l
ah

l
t + bla), l ∈ [1, L] (7)

In the above equations, f l
t , ilt, o

l
t represent the lth-layer’s ac-

tivation vectors for the forget, input and output gates of a
LSTM cell, at time t. hl

t is the hidden state vector and clt
is the cell state vector of the lth-layer. As before, al

t is the
vector of neuron outputs for l ∈ [1, L], where a0

t = pt is the
input vector. Each LSTM layer has nl LSTM units. Addi-
tionally, W ∈ IRnl×nl−1

, U ∈ IRnl×nl

, and b ∈ IRnl

are
the weight and bias matrices that are optimized during train-
ing. The subscripts on the weight matrices and bias vectors
indicate the type of gate, cell or output. σg denotes the gate
activation function, whereas σc and σh denote the activation
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functions for the cell and hidden states, respectively. The final
network output is defined as ŷt = aL

t .
The LSTM network unrolls along the time axis, which

means relationships across time frames are learned by the
model. This structure, however, does not learn spectral rela-
tionships along the frequency axis. An ideal model would per-
form inference along both time and frequency axes, because
both contain correlations. Thus, we propose a model that cap-
tures both temporal and frequency-level dependencies.

3. PROPOSED APPROACH

We propose to capture intra-spectral correlations with a recur-
rent layer that uses a first-order Markov assumption. In other
words, knowing that adjacent spectral components are depen-
dent, we design a recurrent layer that functions as a Markov
chain, where the spectral output at a certain frequency is pro-
vided as input to adjacent neurons. This is done along the
entire frequency axis, and a depiction is shown in Fig. 1 (a).
This recurrent layer is denoted as an intra-spectral recurrent
(ISR) layer.

A traditional LSTM network (see section 2.2) is used as
our base network structure, as this captures temporal corre-
lations. The LSTM network is first pre-trained, then an ISR
output layer replaces the original output layer of the LSTM
to incorporate across frequency-level dependencies. Our pro-
posed ISR output layer is a recurrent layer, where each neuron
represents a frequency bin of the signal. A Markov chain-like
recurrent structure learns the spectral dependencies from low
to high frequencies. More specifically, the ISR output layer
uses the output of the base LSTM network, aL−1

t , as input.
The spectral output vector of the ISR layer is denoted as ψt.
The individual spectral response at a corresponding frequency
bin is denoted as ψk,t, where k indexes the frequency axis.
Outputs from the ISR layer are computed as follows,

Δ = σ(RLaL−1
t + βL) (8)

ψ1,t = Δ1 + σψ(w1,1 × ψ1,t−1) (9)

ψk,t = Δk + σψ(wk,k−1 × ψk−1,t), k ∈ [2, nL] (10)

where Δ is the vector of activations, {Δ1, . . . ,ΔnL}, based
on inputs from the prior LSTM layer, RL ∈ IRnL×nL−1

is
the weight matrix, and βL ∈ IRnL

is the bias vector. wk,k−1

represents the weight from the (k − 1)st to kth frequency
component, within the recurrent output layer. σ and σψ are
the activation functions for the feed-forward and recurrent
paths. Activation functions are applied separately to the
feed-forward and recurrent paths, since this is similar to a
logistic regression-based network, which has performed well
for other tasks. In equations (8–10), we see that a lower to
higher frequency first-order Markovian dependency is main-
tained from ψ1,t to ψnL,t. Note that outputs are computed
sequentially from the lowest to the highest frequency neuron.

(a) Intra-spectral recurrent (ISR) layer

(b) Intra-spectral bi-directional recurrent (ISBR) layer

Fig. 1: Depiction of the proposed spectrally-dependent recur-
rent layers.

Additionally, we propose an intra-spectral bi-directional
recurrent (ISBR) layer, which has Markov chain-style recur-
rent neurons from low to high frequencies and from high
to low frequencies. This is done to account for spectral
dependencies across both (increasing and decreasing) di-
rections along the frequency axis. That means a certain
frequency component ψk,t is dependent on its immediate
lower frequency component ψk−1,t, on its immediate higher
frequency component ψk+1,t and on the activations Δk. In
addition to Eq. (8), the ISBR layer incorporates high to low
spectral-frequency dependencies using the following rules:

ψ1,t = Δ1 + σψ(w1,2 × ψ2,t)

+ σψ(w1,1 × ψ1,t−1) (11)
ψnL,t = ΔnL + σψ(wnL,nL × ψnL,t−1)

+ σψ(wnL,nL−1 × ψnL−1,t) (12)
ψk,t = Δk + σψ(wk,k+1 × ψk+1,t)

+ σψ(wk,k−1 × ψk−1,t), k ∈ [2, nL − 1] (13)

where wk,k+1 represents the weight from the (k + 1)st to kth

frequency component, to account for high to low frequency
correlations. The final output is therefore ŷt = ψL

t , which is
the enhanced spectrum of the tth time frame. In our paper, we
use a first-order Markovian assumption along both frequency
directions, but this can be extended to higher-order assump-
tions to capture longer spectral dependencies. We leave this
as future work.
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4. EXPERIMENTS AND RESULTS

4.1. Dataset

Our proposed approach is evaluated on the IEEE speech cor-
pus [16], which consists of 720 utterances from a single male
speaker. Three non-overlapping sets are used for training,
cross-validation, and testing. The training set contains 500
clean utterances, whereas 110 utterances are each used for
cross-validation and testing purposes. Each utterance is com-
bined with four noise signals (speech-shaped noise, cafeteria,
factory, and babble). Clean training and validation utterances
are mixed with noise signals at -3, 0, 3 dB signal-to-noise ra-
tios (SNRs). For testing, two additional SNRs (-6 and 6 dB)
are used. Each noise signal is about 4 minutes long. Ten ran-
dom cuts from the first two minutes of the noises are mixed
with each training and validation utterance, resulting in 60000
training signals (500 utterances × 4 noises × 3 SNRs × 10
random cuts) and 13200 validation signals (110 utterances ×
4 noises × 3 SNRs × 10 random cuts). Testing utterances
are mixed with ten random cuts from the last two minutes of
the noises, and the total number of test utterances becomes
22000 (110 utterances × 4 noises × 5 SNRs × 10 random
cuts). Note that all the signals are down-sampled to 16 kHz
sampling rates and the -6 and 6 dB signals are unseen by
the model during training. The random noise cuts from two
halves ensures that our model does not see the noise segments
in the training phase. The validation set determines the model
parameters with early stopping.

The noisy-speech log-magnitude spectrograms are the in-
puts to our model, where the models are trained to estimate
the clean-speech log-magnitude spectrograms. The spectro-
grams are generated using 40 ms time frames with 50% over-
lapping Hann windows and 640 FFT sampling points.

4.2. Experimental Setup

We experiment with two baseline deep architectures, namely,
a DNN and a LSTM recurrent neural network. The struc-
ture of the DNN model is similar to [5], except pre-training
and fine-tuning steps are not performed. The DNN consists
of three fully connected hidden layers and each hidden layer
has 321 units. The output layer has 321 units. The rectified
linear (ReLU) function [17] is used as the activation function
for all layers including the output layer, because all the values
of magnitude spectrogram are in the range of [0,+∞). Batch
normalization layers are used in between each layer so that
the empirical statistics of the entire dataset remains the same.
Adam optimization [18] is used with momentum and the loss
function is the mean-square error. The learning rate is 0.001
and the maximum epoch number is 80. Early stopping with
5 iterations is applied for best model selection using the val-
idation set. We use Xavier initialization [19] to initialize the
model. Our proposed approach replaces the original-DNN
output layer with the ISR layer, where a fine-tuning step is

used to compute new output weights and biases. The pro-
posed DNN+ISR network is denoted as D-ISR.

Our LSTM-based network consists of a single LSTM
layer with 256 cells, a time distributed dense layer (321 units)
and our proposed recurrent output layer (321 units). ReLU is
used as the activation function for the dense and output lay-
ers. A sigmoid logistic function is used for the gate activation
function, while hyperbolic tangent functions are used for the
cell and hidden states. Batch normalization layers are also
used in between layers. Adam optimization with a MSE loss
function is used. Model initialization and parameter selection
are the same as the DNN. The output layer of the LSTM
network is replaced by either the ISR or ISBR layer, and the
model is retrained. The two proposed LSTM approaches are
denoted as L-ISR and L-ISBR, respectively, for the single-
and bi-directional models.

The approaches are evaluated with three commonly-
used objective metrics, namely, the Perceptual Evaluation
of Speech Quality (PESQ) [20], the short-time objective
intelligibly (STOI) [21] and the scale-invariant speech distor-
tion ratio (SI-SDR) [22, 23]. These metrics are often used
to assess speech enhancement, and they have been used in
several studies. SI-SDR is used instead of SDR, since it has
been shown that SDR can give misleading results [23].

4.3. Comparisons and Results

We compare our approach against a traditional signal-based
DNN approach [5] and a traditional temporally-correlated
LSTM approach [7]. Both approaches directly estimate clean
speech spectrograms. The DNN approach does not consider
any correlations, while the LSTM architecture considers
temporal correlations. We also compare against a recently
proposed model that uses frequency and temporal correla-
tions with a LSTM [14]. This approach, denoted as L-FT, has
two recurrent stages, one addresses spectral dependencies,
while the second addresses temporal recurrence. A frequency
LSTM (F-LSTM) layer first extracts summarized frequency
information by scanning frequency sub-bands of a time frame
in a sliding window manner. These summarized vectors from
each F-LSTM cell are merged into a super vector that is con-
sidered as a trajectory of frequency patterns for the current
time frame. Then multiple time LSTM (T-LSTM) layers use
this super vector to learn temporal dependencies. This is
significantly different from ours because the F-LSTM cannot
determine local-spectral dependencies, since it operates at the
sub-band and not frequency-bin level. We test with [14] to
compare local versus subband frequency dependencies.

Table 1 shows the average performance of the different
models at each noise, using the seen SNRs. The proposed L-
ISBR model outperforms the other models according to PESQ
scores. In terms of STOI, L-ISBR performs best in SSN and
factory noise; whereas D-ISR performs best in cafe and bab-
ble noises. According to SI-SDR, L-ISBR performs best in
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Table 1: Average scores of the different models for seen SNRs (e.g. -3, 0 and 3 dB). Best results are shown in bold.

PESQ STOI SI-SDR
SSN Cafe Factory Babble SSN Cafe Factory Babble SSN Cafe Factory Babble

Mixture 1.95 1.86 1.83 1.77 0.71 0.62 0.65 0.59 -0.51 -2.06 -0.96 -1.97
DNN [5] 2.04 1.89 2.02 1.89 0.75 0.63 0.72 0.56 -1.75 -1.1 -1.4 -1.39

LSTM 2.12 1.97 2.05 1.95 0.77 0.64 0.76 0.62 -0.96 -1.35 -0.15 -0.44
D-ISR 2.24 2.08 2.26 2.08 0.85 0.76 0.86 0.76 -1.49 -2.91 -2.75 -3.48
L-ISR 2.27 2.21 2.29 2.11 0.82 0.68 0.84 0.72 0.06 -1.34 0.17 -1.3

L-ISBR 2.3 2.24 2.31 2.13 0.88 0.74 0.87 0.73 2.35 -0.12 -0.94 -0.01
L-FT [14] 2.12 2.01 2.07 2.04 0.82 0.74 0.82 0.66 1.04 -1.16 -0.88 -0.1

SSN, babble and cafe noises. Its worth noting that the pro-
posed approaches each outperform the traditional DNN and
LSTM approaches that do not enforce frequency-level depen-
dencies. This is important because it means that frequency-
level correlations are important for improved quality and in-
telligibility. Its also worth noting that the L-ISBR approach

Mixture DNN LSTM D-ISR L-ISR L-ISBR L-FT
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Unseen SNRs
Overall

Fig. 2: PESQ scores for seen and unseen SNR conditions.

nearly always outperforms the L-FT model, indicating that lo-
cal short-term spectral-dependencies outperform subband and
long-term ones.

An aggregated comparison over all noise types is shown
in Fig. 2, where PESQ scores are shown for the seen SNR,
unseen SNR (e.g. -6 and 6 dB) and overall cases. The results
show that all approaches offer improvements over the noisy
speech mixture for the seen and unseen cases. Likewise, our
proposed D-ISR and L-ISR approaches, respectively outper-
form the traditional DNN and LSTM approaches for the seen
and unseen cases. The proposed L-ISBR model performs best
over all other models. This occurs because the L-ISBR accu-
rately models temporal and spectral correlations, along both
frequency directions (e.g. increasing and decreasing).

Figure 3 shows STOI and SI-SDR performance at each
SNR level. In terms of SI-SDR, our proposed L-ISBR ap-
proach performs best at each SNR, where it performs notice-
ably better at the more challenging lower SNR cases. Ac-
cording to STOI, the D-ISR and L-ISBR approaches perform
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Fig. 3: Average performance at each SNR for (a) STOI and
(b) SI-SDR.

similarly at most SNRs, and best overall. All approaches
improve objective intelligibility as compared to the noisy
speech mixture. Example audio samples are available at
github.iu.edu/knayem/IntraSpectral.
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5. CONCLUSION

Our proposed intra-spectral layers, along with a base LSTM
network, successfully capture both temporal and spectrally
correlations. The results show that these layers improve per-
formance over traditional speech enhancement approaches,
and a comparison approach that considers T-F correlations.
This is exhibited over a variety of noise and SNR values. This
model, however, only considers first-order spectral dependen-
cies and does not consider phase-level dependencies. Future
work will incorporate high-order spectral and phase depen-
dencies.
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