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Abstract—Perceptually-inspired objective functions such as the percep-
tual evaluation of speech quality (PESQ), signal-to-distortion ratio (SDR),
and short-time objective intelligibility (STOI), have recently been used to
optimize performance of deep-learning-based speech enhancement algo-
rithms. These objective functions, however, do not always strongly correlate
with a listener’s assessment of perceptual quality, so optimizing with these
measures often results in poorer performance in real-world scenarios. In
this work, we propose an attention-based enhancement approach that
uses learned speech embedding vectors from a mean-opinion score (MOS)
prediction model and a speech enhancement module to jointly enhance noisy
speech. The MOS prediction model estimates the perceptual MOS of speech
quality, as assessed by human listeners, directly from the audio signal.
The enhancement module also employs a quantized language model that
enforces spectral constraints for better speech realism and performance. We
train the model using real-world noisy speech data that has been captured in
everyday environments and test it using unseen corpora. The results show
that our proposed approach significantly outperforms other approaches
that are optimized with objective measures, where the predicted quality
scores strongly correlate with human judgments.

Index Terms—Attention model, deep learning, speech assessment, speech
enhancement, speech quality, speech quantization.

I. INTRODUCTION

Monaural speech enhancement aims to remove unwanted noise from
an audio signal that contains speech using only a single microphone
channel. Enhancing the quality of noisy speech is crucial for appli-
cations such as speech recognition, speaker verification, hearing aids,
and hands-free communication. Speech enhancement approaches are
generally divided into two categories: mask-based or signal-based ap-
proximation. A time-frequency (T-F) mask is estimated in mask-based
approaches, where the mask filters unwanted noise from noisy speech
mixtures. Early mask-based approaches estimate the ideal binary mask
(IBM) [1] or the ideal ratio mask (IRM) [2], while recent approaches
estimate the phase-sensitive mask (PSM) [3] or complex ideal ratio
mask (cIRM) [4], [5] to enhance both the magnitude and phase. The
ideal quantized mask (IQM) has recently been proposed [6], where each
T-F unit of the IRM is assigned to a quantization level according to its
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signal-to-noise ratio. It has been shown to be a reasonable representation
of the IRM as assessed by human listeners, however, estimation of the
IQM and its subsequent noise removal has not be thoroughly evaluated.

Signal approximation can be done in either the time [7], [8] or the
T-F domains [9], where the approach directly estimates the time or
T-F domain signal from a noisy speech representation. Traditionally,
T-F masks produce better objective quality and intelligibility compared
to direct signal approximation, mainly because masks are normalized
and bounded with limited speaker variations, which makes them easier
to learn. Also, masks directly modulate the mixture signal in the T-F
domain. In recent years, the signal approximation models outperform
mask estimation approaches in speech intelligibility [9], [10] when
applied with appropriate normalization.

Regardless of the approach, recent developments in deep learning
have resulted in state-of-the-art performance. A wide range of deep
learning architectures have been proposed, including, deep neural net-
works (DNNs) [11], [12], autoencoders [13], [14], [15], long short-term
memory (LSTM) networks [3], [16], convolutional neural networks
(CNNs) [8], [17], [18], [19], [20], and generative adversarial networks
(GANs) [21], [22], [23]. Deep recurrent networks have proven to be ef-
fective, especially compared to fully-connected DNNs, as they capture
temporal correlations. CNNs are good at feature extraction, and they
have been combined with recurrent networks to capture the short and
long-term temporal and spectral correlations. Recently, attention-based
deep architectures have been proposed with the motivation that a train-
ing target only greatly influences a few regions of the input, where the
focal regions change over time. [24], [25] use attention mechanism with
an U-Net [26] architecture for both time and spectral domain speech
enhancement. [27], [28] successfully use self-attention to estimate a
speech spectrum and T-F mask, respectively. This approach is more
intuitive for speech enhancement, because humans are able to focus on
the target speech with high attention while paying less attention to the
noise.

Deep-learning-based speech enhancement approaches traditionally
use the mean square error (MSE) between the short-time spectral-
amplitudes (STSA) of the estimated and clean speech signals to op-
timize performance. This is done due to the computational efficiency
of the MSE loss function. However, the MSE tends to produce overly-
smoothed speech and it is not always a strong indicator of perfor-
mance [29], [30]. Thus, many studies have begun to optimize algorithms
using perceptually-inspired objective measures.

Multiple studies have used short-time objective intelligibility
(STOI) [31] to optimize enhancement algorithms and to improve speech
intelligibility [32], [33], [34]. This is done to minimize the incon-
sistency between the model optimization criterion and the evaluation
criterion for the enhanced speech. The reported results in [33] show that
jointly optimizing with STOI and MSE improves speech intelligibility
according to both objective and subjective measures. In addition, word
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accuracy according to automatic speech recognition (ASR) is improved.
Perceptual evaluation of speech quality (PESQ) [35] scores, however,
have not increased when optimizing with STOI, as reported in [33]. The
signal-to-distortion ratio (SDR) [36] has also been used as an objective
cost function [37]. The proposed network is pre-trained with a SDR
loss to achieve network stability and later optimized with a PESQ
loss in a black-box manner. Their results show that optimizing with
SDR leads to overall objective quality improvements. Unlike SDR and
STOI, PESQ cannot directly be used as an objective function since
it is non-differential. Reinforcement learning (RL) techniques such
as deep Q-network and policy gradient have thus been employed to
solve the non-differentiable problem [34], [38]. In these works, PESQ
and the perceptual evaluation methods for audio source separation
(PEASS) [39], [40] serve as rewards that are used to optimize model
parameters. Meanwhile, a new PESQ-inspired objective function that
considers symmetrical and asymmetrical disturbances of speech signals
has been developed in [41]. Quality-Net [42], which is a DNN approach
that estimates PESQ scores given a noisy utterance, has also been used
as a maximization criteria [43] and as a model selection parameter [44]
to enhance speech.

It is worth noting that optimizing with perceptually-inspired ob-
jective measures has been disputed in [45], [46], where these latter
results show that a MSE objective function is sufficient. This may occur
because objective measures of success do not always strongly correlate
with subjective measures [39], [47], [48], [49]. Hence, it is inconclusive
as to whether perceptually-inspired objective measures are generally
useful at optimizing speech enhancement performance, so alternative
strategies for incorporating perceptual feedback may be needed.

Subjective evaluations from human listeners remains the gold-
standard approach since it results in ratings from potential end-
users. These evaluations often ask listeners to either give relative
preference scores [50] or assign a numerical rating [51]. Multiple ratings
are provided for each signal, where they are averaged to generate a
mean-opinion score (MOS). Recently, deep-learning approaches have
effectively estimated human-assessed MOS [52], [53], [54], [55]. These
approaches are promising since they can provide strongly correlated
quality scores for new signals. According to [56], a non-intrusive loss
function can lead to improved noise suppression. Conversely, [57]
proposes using embedding vectors from a multi-objective speech as-
sessment model for speech enhancement, but they only use intru-
sive metrics such as PESQ, STOI, and a speech distortion index
(SDI) to train the speech assessment model. As a result, it remains
unclear whether a speech assessment model that predicts MOS can
incorporate human perceptual information into a speech enhancement
model. Joint learning has been successfully applied in speech enhance-
ment to optimize between estimating speech and other training targets,
such as phoneme classification [58], speaker identification [59], and
speech recognition [22]. Our preliminary work has recently combined
a speech quality estimation task with speech enhancement [60] and it
shows promising results. In this work, we propose an attention-based
speech enhancement model that uses the embedding vector from a MOS
prediction model to produce speech with improved perceptual quality.
The MOS estimator generates encoded embedding vectors that contain
perceptually useful information that is important for human-based
assessment. Our speech enhancement attention model is conditioned
on that embedding vector and enhances the noisy speech using a
separate encoder-decoder framework, which should help produce better
quality speech according to human evaluation. In the enhancement
stage, we incorporate a quantized spectral language model that captures
the transitions probabilities across the T-F spectrum. The LM helps
ensure that the resulting speech spectra exhibit realistic spectral- and
temporal-fine structure that occurs within real speech signals, since

it identifies the most likely spectrum in each time frame. This is
accomplished by first quantizing the speech magnitude spectra into
distinct classes. Our proposed signal approximation approach jointly
updates both the MOS-prediction and speech-enhancement models
during training, using speech enhancement and MOS prediction loss
terms.

The rest of the paper is organized as follows. In Section II, we intro-
duce the quality assessment model, the proposed enhancement model,
and the quantized spectral language model. We describe our dataset
and experimental setup in Section III. In Section IV, we evaluate our
proposed approach and compare it with other state-of-the-art models.
We discuss the implication and significance of our work in Section V.
Finally, we conclude our work in Section VI.

II. PROPOSED APPROACH

A depiction of our approach is shown in Fig. 1. The model consists
of a MOS prediction model (shown left) and a speech enhancement
model (shown right). Our MOS prediction model is tailored to provide
estimates for subjective-MOS (as rated by humans), and going forward,
we will use MOS to refer to subjective-MOS unless explicitly stated
otherwise, for ease of understanding. We next will provide notation and
then describe each of these sub-modules.

A. Notation

We define a clean speech signal as st and background noise as nt

at time t. The mixture of clean speech and noise is denoted as mt =
st + nt. We aim to extract the speech from the mixture by removing the
unwanted noise. The short-time Fourier transform (STFT) converts the
time-domain mixture into a T-F representation, Mt,f , that is defined at
time t and frequency f . The complex-valued STFT matrix, M , can be
written as M = |M |eiθM

with magnitude |M | ∈ �T×F
+ and phase

θM ∈ �T×F , where T is the length of speech in time and F is the total
number of frequency channels.

Enhancing the magnitude response of noisy speech results in an
estimate of the clean speech magnitude response, |Ŝ|, using an en-
hancement function Fδ such that |Ŝ| = Fδ(|M |). The enhancement
function is modeled with a deep neural network which is trained to
maximize the conditional log-likelihood of the training dataset,

max
1

N

N∑
logP

(
|S|

∣∣∣ |M |
)

⇒ max
δ

1

N

N∑
logP

(
Fδ(|M |)

∣∣∣ |M |
)

where δ denotes the set of tunable parameters and N is the number
of training examples. The estimated magnitude response |Ŝ| is then
combined with the noisy phase, θM , where the inverse STFT produces
an enhanced speech signal in the time domain, ŝt.

B. Speech Quality Assessment Model

A MOS prediction model proposed by [61] is adapted to estimate
the MOS from noisy speech. This model has been developed with
real-world captured data and it has been shown to outperform com-
parison approaches [42], [52], [62], according to multiple metrics.
The MOS prediction model consists of an attention-based encoder-
decoder structure that uses stacked pyramid bi-directional long-short
term memory (pBLSTM) [63] networks in the encoder. We denote
this model as Pyramid-MOS (PMOS). A pBLSTM architecture gives
the advantages of processing sequences at multiple time resolutions,
which effectively captures short- and long-term dependencies. Speech
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Fig. 1. Depiction of our speech-enhancement model that consists of a MOS-prediction model denoted as PMOS (left side) and a speech-enhancement (SE) model
(right side). An attention mechanism connects the two models.

Fig. 2. Illustration of pBLSTM structure with reduction factor Υ = 2 and
number of layer L = 2.

has spectral and temporal dependencies over short and long durations,
and a multi-resolution framework is effective in learning these complex
relations.

A single T-F frame of the noisy-speech mixture, |M t|, is the input
to the PMOS encoder. In a pyramid structure, the lower layer outputs
from Υ consecutive time frames are concatenated and used as inputs
to the next pBLSTM layer, along with the recurrent hidden states from
the previous time step. The output of a pBLSTM node is an embedding
vector, hl

t, that is as defined below:

hl
t = pBLSTM

(
hl
t−1,

[
hl−1
Υ×t−Υ+1, h

l−1
Υ×t

])
(1)

where Υ is the reduction factor (e.g., number of concatenated frames)
between successive pBLSTM layers and l is the layer number. A
pBLSTM reduces the time resolution from the input speech to the final
latent representationH . Fig. 2 shows the internal structure of pBLSTM
module. This compressed vector accumulates the useful features for
measuring speech perceptual quality that resides in a range of time-
frames and ignores the least important features. The encoder outputs
a concatenated version of the hidden states of the last pBLSTM layer

as vector H = {h1, · · · ,hτ , · · · ,h℘}, where ℘ is the total number of
final embedding vectors with time index τ .

The output of the PMOS encoder becomes the input to the PMOS de-
coder unit. This decoder is implemented as an attention layer followed
by a fully-connected (FC) layer and it outputs an estimated MOS of
the input speech utterance. Attention models learn key attributes of
a latent sequence, since adjacent time frames can provide important
information, which is particularly crucial for our task. The attention
mechanism [64] uses the pyramid encoder output at the i-th and k-th
time steps to compute the attention weights,αPMOS

i,k . Attention weights
are used to compute a context vector, cPMOS

i , using the following
equations:

αPMOS
i,k =

exp (h�
i Qhk)∑℘

φ=1 exp (h
�
i Qhφ)

(2)

cPMOS
i =

℘∑
k=1

αPMOS
i,k · hk (3)

Q℘×℘ is the trainable PMOS attention weight matrix. We learnQ using
a feed-forward neural network that attempts to capture the alignment
between the embeddings hi and hk.

The context vector is provided to a fully-connected layer to estimate
the MOS. Note that the pyramid structure of the encoder results in
a shorter sequence of latent representations than the original input
sequence, and it leads to fewer encoding states for attention calculation
at the decoding stage. Therefore, strictly ℘ < T , and in our case
℘ = �T/ΥL�, where L is the number of pBLSTM layers. We train
the PMOS model separately with the parameters defined in [65]. After
training, this model is held frozen during inference.

C. Proposed Speech Enhancement Model

Our proposed speech-enhancement (SE) model follows an encoder-
decoder structure, and it is shown in Fig. 1 (right). The SE encoder
takes a single T-F frame of a noisy-speech mixture, |M t|, as input and
multiple BLSTM layers, are stacked together to create a hidden repre-
sentation of the frame, gt. In our SE encoder, we utilize BLSTM layers
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instead of pBLSTM layers since we aim to estimate an embedding frame
for each time frame and pBLSTM layers reduce the number of output
frames. An attention mechanism is applied using the mixture encoding
from the SE model, G = {g1,g2, · · · , gT }, and the PMOS encoding,
H , from the MOS prediction model. This allows the SE model to exploit
the MOS estimator’s encoding and utilize the important perceptual
feature embedding that correlates with human assessment. Considering
that the pBLSTM structure of the PMOS encoder condenses the final
encoding vector H along time, PMOS yields a smaller time resolution
than the encoding from the SE encoder, so we compute a score for
each embedding vector hτ using an alignment weight matrix, W T×℘.
Then the attention weights for the SE model, αt,τ , are obtained using a
softmax operation over the scores of all hτ . Now, the PMOS encoding
is summarized in a context vector ct for each mixture frame gt. Prior
to computing ct, hτ passes through a linear layer �, so that we learn a
different representation for the SE task. The computations are below:

αt,τ =
exp (g�

t Whτ )∑℘
φ=1 exp (g

�
t Whφ)

(4)

ct =

℘∑
τ=1

αt,τ · �(hτ ) (5)

Then, the context vector and SE-model embedding vector are concate-
nated (e.g., [ct,gt]) and passed to the decoder module. The SE-decoder
module follows the network structure from [58]. It consists of a linear
layer with a tanh(·) activation function, two BLSTM layers, and a
linear layer with ReLU activation. It outputs the estimated enhanced
speech |Ŝ|. This estimated speech magnitude with noisy phase produce
the estimated clean speech, i.e. Ŝ = |Ŝ|eiθM

. Since we are estimating
two targets MOS and enhanced speech simultaneously, the unified
model will learn different representations for these tasks. Thus both
PMOS and SE models will learn their corresponding targets with
perceptual feature sharing. We freeze the PMOS model while training
this SE model.

D. Joint-Learning of PMOS and SE Model

We also develop an approach that allows the PMOS and SE models to
be jointly trained. Our joint-learning objective function uses a weighted
average of a time-domain signal-approximation loss Lsa (from the SE
model), the MSE of the magnitude spectrumLmse (from the SE model)
and the MSE of the MOS estimation Lmos (from the PMOS model).
We compute the signal-approximation loss from the time-domain signal
difference between the reference speech s and enhanced speech ŝ. The
overall loss function of our network is defined as below, using hyper-
parameters λ1 and λ2 that control the impact of individual loss terms:

L = λ1 [λ2Lmse + (1− λ2)Lsa] + (1− λ1)Lmos (6)

The model training order is as such. First, we train the PMOS model
using Lmos (e.g. λ1 = 0). Then we train the SE model using λ1 = 1,
while running the PMOS model in inference mode (e.g. it is held
fixed). This is done to ensure that the trained PMOS model effectively
encodes the key features in the embedding vector that are important
to perceptual speech quality. Finally, we train both the models jointly
(e.g. 0 < λ1 < 1) usingL to further reduce any correctional differences
between the true and estimated MOS in the PMOS model, and to
increase the perceptual quality of the enhanced speech.

Fig. 3. Quantization of a clean magnitude spectrum.

E. Quantized Spectral Model

From written and spoken language, we can determine the sequences
of words that are most likely to occur. This knowledge is captured by a
language model (LM) of an automatic speech recognition system which
we can expressed as,

ˆwords = arg max words∈Language

acoustic model︷ ︸︸ ︷
P (input|words)

language model︷ ︸︸ ︷
P (words)

(7)

The LM is useful in eliminating rare and grammatically incorrect word
sequences, and it enhances the performance of ASR systems. In the
case of speech enhancement, models learn spectral information within
frames over time, but they often neglect the temporal correlations.
Our approach, as proposed in [66], suggests incorporating a “LM” to
fuse temporal correlations and overcome this limitation. Therefore, we
construct a bi-gram Quantized Spectral Model (QSM), which functions
in a similar way to a language model (LM), in order to produce
more realistic spectra. The QSM estimates the probability of spectral
magnitudes both along time for each frequency channel and along
frequency for each time frame conditioned on its previous T-F spectral
magnitude. It’s important to highlight that in the prior investigation [66],
QSM computations were carried out exclusively in either the time or
frequency domain, tailored to capture temporal or spectral associa-
tions, respectively. In contrast, our present study introduces a novel
approach to QSM computation in two dimensions. This innovative
technique simultaneously integrates both time and frequency aspects,
thus enabling us to effectively map correlations in higher-dimensional
spaces. On a reference speech corpora, we apply a normalization
scaling function, N[o,r](·), that normalizes the magnitude spectrogram
and re-scales the range to [0, r]. Then a quantization function, Qχ(·),
converts the range constrained magnitude spectrogram into D number
of bins that are χ steps apart. This produces quantized speech, i.e.
|S|q = Qχ(N[0,r](|S|)). Fig. 3 shows an example of the original clean
and quantized clean magnitude spectra, where χ = 2 for display pur-
poses. Our proposed QSM hasD spectral levels. We construct the QSM
using quantized speech magnitudes from the clean speech corpora. The
QSM is less likely to suffer from the out of vocabulary problem when
the model parameters, χ and r, are adequately defined.

We compute per-frequency-channel QSMs along the time axis where
each entry, d, refers to a quantization attenuation level. We then
compute the transition probability between two time consecutive T-F
units, fQSMf = P (dt+1,f |dt,f ). The probabilities are calculated by
counting the level transitions, and then normalizing by the appropriate
scalar. These probabilities are stored in the per-frequency-channel
QSM resulting in a F ×D ×D probability matrix. We re-evaluate the
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transition probabilities using Good-Turing smoothing [67] to overcome
the zero-probability problem in N-grams. Shallow fusion [68] is a
simple method to incorporate an external LM into an encoder-decoder
model, and it produces better results compared to others. Hence, we use
shallow fusion to combine our QSM and SE model based on log-linear
interpolations at inference time. This is shown in the below equations:

PQSM
f (|Ŝ:,f |) =

T∏
i=1

P (di,f |di−1,f ) (8)

|Ŝ:,f |∗ = arg max |Ŝ:,f | logP
(
|Ŝ:,f |

∣∣|M |
)
+ μ logPQSM

f

(
|Ŝ:,f |

)
(9)

Here PQSM
f denotes the transitional probability of QSM at frequency

f , P (|Ŝ:,f |
∣∣|M |) represents the estimated magnitude output of the

LSTM layers of the SE decoder, and μ is a hyper-parameter that is
tuned to maximize the performance on a development set. Note that
we train our QSM in advance on a clean speech corpus and use it in
inference mode during enhancement. The tunable parameter μ of (9) is
set to zero when we do not have a trained QSM.

III. EXPERIMENTS

A. Dataset

We use the COnversational Speech In Noisy Environments (CO-
SINE) [69] and the Voices Obscured in Complex Environmental Set-
tings (VOiCES) [70] corpora. COSINE captures multi-party conversa-
tions on open-ended topics for spontaneous and natural dialogue. These
conversations are recorded in real world environments in a variety of
background settings. The audio recordings are captured using 7-channel
wearable microphones that consist of a close-talking mic (e.g., near the
mouth, clean reference), far-field mic (on the shoulder), throat mic,
and an array of four mics (spaced 3 cm apart) positioned in front of
the speaker’s chest. In total, 133 English speakers record 150 hours of
audio with the approximated signal-to-noise ratios (SNR) ranging from
−10.1 to 11.4 dB.

VOiCES contains audio recorded using 12 microphones placed
throughout real rooms of different size and acoustic properties. Various
background noises like TV, music, or babble are simultaneously played
with foreground clean speech, so the recordings contain noise and rever-
beration. A foreground loudspeaker moves through the rooms during
recording to imitate human conversation. This foreground speech is
used as the reference clean signal, and the audio captured from the
microphones is used as the reverberant-noisy speech. The approximate
speech-to-reverberation ratios (SRRs) of the VOiCES signals range
from −4.9 to 4.3 dB.

The MOS data was collected from a listening study in [61]. Listeners
assessed the speech quality of audio signals using a 100-point scale.
In total, 45 hours of speech and 180 k subjective human ratings are
summarized into the MOS quality ratings for 18000 COSINE signals
and 18000 VOiCES signals. The collected responses are processed
further to mitigate rating biases [71], remove responses that were unan-
swered or randomly scored [72], and to deal with outliers [73], [74].
Z-score pruning [75] followed by min-max normalization is performed,
resulting in a MOS rating scale of 0 to 10. The scaled ratings for each
audio signal are finally averaged.

We additionally evaluate using the 4th CHiME Speech Separation
and Recognition Challenge (CHiME-4) [76] and the 5th CHiME Speech
Separation and Recognition Challenge (CHiME-5) [77] corpora. Ad-
ditionally, we test model performace on VoiceBank-DEMAND [78],

[79] dataset too. We use these to investigate the generalization capacity
of our proposed approach.

B. System Setup

All signals are downsampled to 16 kHz. Noisy or reverberant stimuli
of each dataset are divided into training (70%), validation (10%), and
testing (20%) sets, and trained separately.

For MOS prediction, the input signals are segmented into 40 ms
length frames with 25% overlap. A 512-point FFT and a Hanning
window are used to compute the spectrogram. Mean and variance
normalization are applied to the input feature vector. The PMOS
encoder consists of 256 nodes followed by 3 pBLSTM layers (L = 3)
with 128, 64 and 32 nodes in each direction, respectively. Like [61],
[63], the reduction factor Υ = 2 is adopted here. As a result, the final
latent representation hτ is reduced in the time resolution by a factor of
Υ3 = 8. The outputs of two successive BLSTM nodes are fed as input
to a BLSTM node in the upper layer. In the PMOS decoder, the context
vector is passed to a fully connected (FC) layer with 32 units. The
model is optimized using Adam optimization [80] with convergence
determined by a validation set. Early stopping with initial learning rate
of 0.001 is applied in the training phase.

The proposed SE model uses a 640-point DFT with a Hann window
of 40 ms and a 20 ms frame shift to generate the spectrogram for
the encoder input. The SE encoder consists of 2 BLSTM recurrent
layers. The SE decoder has a linear layer with tanh activation, followed
by 2-layers of BLSTM and a linear layer with ReLU activation [58],
[81]. Each BLSTM layer contains 200 nodes and each linear layer has
321 nodes. The same optimization technique with early stopping by
validation set is applied.

In terms of the overall count of trainable parameters, our model
incorporates a combined total of 5.88 million (MM) parameters, with
2.1 MM allocated to the PMOS model and 3.78 MM assigned to the SE
model. While our parameter count is relatively higher when compared to
models like MetricGAN [23] (2.58 MM) and SGMSE [82] (3.56 MM),
this increment is not excessively substantial given the encoder-decoder
model architecture. Notably, within the domain of speech enhance-
ment models, there exist models with even larger trainable parameter
counts, such as the diffusion-based DCCRN [83], [84] models (5.6 M),
joint-learning frameworks [85] (45 MM, 95 MM), and self-supervised
learning (SSL) models like wav2vec [86], [87] (32.54 MM) and Hu-
BERT [86], [88] (94.68 MM). For our proposed QSM language model,
we choose a quantization step of χ = 0.0625, which was validated by
a listening study conducted in [66]. With parameter r = 100, the total
number of quantization levels,D, is 1600. The QSM tunable parameter,
μ, is set to 0.01.

IV. RESULTS

A. MOS Prediction Results

We first evaluate our MOS-prediction performance in compar-
ison with other approaches. In particular, we compare against
NISQA [62], which we modified to estimate human-accessed MOS.
Originally, they estimate perceptual objective listening quality assess-
ment (POLQA) [89] scores using a CNN and BLSTM architecture.
We also compare against the PMOS model proposed in [61], which
is identical in structure to our PMOS model. Finally, we include our
proposed SE+PMOS approach [60] (no joint training), where our
PMOS model is held fixed while the SE model is training using the
embeddings from the PMOS encoder.

We use four metrics to evaluate MOS-estimation performance: mean
absolute error (MAE), epsilon insensitive root mean squared error
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TABLE I
PERFORMANCE COMPARISON WITH MOS PREDICTION MODELS COMPARING

AGAINST THE GROUND TRUTH MOS OBTAINED FROM HUMAN SUBJECTS

(RMSE) [90], Pearson’s correlation coefficient γ (PCC), and Spear-
man’s rank correlation coefficient ρ (SRCC).

Table I shows the results, where our proposed approach and
SE+PMOS clearly outperform the other MOS prediction models ac-
cording to all metrics. MAE is minimized by 0.6 compared to the
original PMOS [61] approach. There is also a 0.05 reduction in RMSE.
This justifies our proposed approach that combines MOS estimation and
speech enhancement tasks. It’s worth noting that comparable outcomes
are achieved with both our proposed approach and the SE+PMOS
method, indicating that joint training, such as fine-tuning, could po-
tentially enhance speech enhancement more than MOS prediction. The
consistent MOS scores underscore the greater suitability of the joint
learning technique for improving speech enhancement, whereas its
influence on speech assessment is distinct. Furthermore, the integration
of joint learning with the MOS-infused loss function sustains SE
performance without adversely affecting the MOS prediction model.
This observation underscores the intricate interplay between the models
and highlights the merits of our joint learning strategy.

B. Speech Enhancement Model

For speech enhancement, we compare against a baseline approach
without an attention mechanism [91]. We denote this baseline approach
as SE. Five separate loss functions are applied to optimize this approach,
and they are MSE, MSE plus signal approximation, MOS, signal ap-
proximation with MOS, and SDR. To compute the MOS loss function,
we utilize the SE loss function from [43] which leverages objective-
MOS (oMOS) ratings learned from a speech assessment model [42].
SDR [37] loss functions are proposed in literature previously with
different enhancement architectures. For the SDR loss function, the
SE model is optimized using the following cost function:

LSDR =

N∑
n=1

Kθ

(
10 log

‖sn‖2
‖sn − ŝn‖2

)
(10)

where Kθ(a) = θ · tanh(a
θ
), θ is a clipping parameter, N is the

mini-batch size, and sn and ŝn are the nth sample of the clean and
estimated speech signal in time. We use θ = 20 in our training. We also
compare against a generative adversarial network (GAN) approach that
individually optimizes with PESQ and STOI [23]. We denote this model
as MetricGAN. They estimate the IRM for a speech mixture conditioned
on a GAN discriminator that outputs evaluation scores in continuous
space (i.e. scores between 0 and 1) based on either normalized PESQ
or STOI target metrics. We compare our model with the ensemble-
based Specialized Speech Enhancement Model Selection (SSEMS)
approach [44] that uses Quality-Net [42] as its objective function in a
black-box manner. Quality-Net is an oMOS approach that estimates the
Perceptual Evaluation of Speech Quality (PESQ) score. The SSEMS
approach uses an ensemble of enhancement models, each trained on
audio at specific SNRs and speaker genders. During inference, it selects
the output with the highest PESQ score. SSEMS uses a SNR threshold of
20 dB, while we use a threshold of 0 dB for balanced training and better
performance. Additionally, we conduct a comparison with our initial

approach that integrates MOS embeddings in speech enhancement, as
presented in [60]. This model is referred to as SE+PMOS, and in con-
trast to our proposed approach, it does not have a QSM language model.
We assess SE+PMOS by experimenting with different combinations of
loss functions using the parameters λ1 and λ2 as defined in Equation (6).
Although our proposed model and SE+PMOS share similarities in terms
of loss functions, the introduction of the QSM during joint training
brings about notable improvements, particularly in the mitigation of
non-probabilistic speech and the refinement of speech utterances at a
finer granularity. Finally, a comparative analysis is conducted between
our proposed model and a diffusion SE model known as SGMSE [82].
SGMSE operates within the complex-STFT domain and is designed
for generative SE. It’s important to note that SGMSE model enhances
both magnitude and phase components, unlike our proposed approach.
The SGMSE model is solely employed for performance comparison
on a blind test corpus, specifically CHiME and VoiceBank-DEMAND
datasets. It’s worth mentioning that the original training of the SGMSE
model is conducted on the VoiceBank-DEMAND dataset. To ensure fair
evaluation in the blind performance test, we initialize the SGMSE model
with distinct training checkpoints: ‘VoiceBank-DEMAND’ when test-
ing on the CHiME dataset, and ‘WSJ0-CHiME3’ when testing on the
VoiceBank-DEMAND dataset. All models are trained using the exper-
imental setup that is previously mentioned. We modify the comparison
models using the code provided by the original authors.

We assess speech enhancement performance using PESQ [35], scale-
invariant SDR (SI-SDR) [92], and extended STOI (ESTOI) [93]. In the
absence of actual human quality objective, we measure the predicted
MOS score of the enhanced speech, using our proposed PMOS model,
since we aim to improve human-assessed speech quality. We denote this
metric as MOS listener quality objective (MOS-LQO). Table II shows
the average results of the different enhancement models, according to
each of the performance metrics on COSINE and VOiCES dataset.
As the scores of the unprocessed mixtures show, the VOiCES corpus
is more challenging than the COSINE corpus. With the baseline SE
model, we experiment with 5 different combination of loss functions.
Using the MSE loss only in SE:mse, we see improvements in objective
scores, except with MOS-LQO for the COSINE data. Then we apply
a MOS loss Lmos as the sole objective criterion, as proposed in [43].
Our experimental results show that this approach results in an overall
improvement of 1.4 in MOS-LQO compared to SE:mse. Then we
separately combine the signal approximation loss with the mse loss and
MOS loss (e.g., mse+sa and mos+sa). In PESQ, we gain an average of
≥ 0.05 and ≥ 0.07 compared to the models that use only the MSE
loss and only the MOS loss, respectively. Furthermore, the model
trained with the mos+sa loss function achieves the highest MOS-LQO
score of 4.4 and 5.7 among all five loss functions tested with the SE
model in COSINE and VOiCES dataset, respectively. This result is on
average 1.15 MOS-LQO higher than that obtained with the mse+sa
loss function. These scores suggest that Lmse and Lsa maximize the
overall speech intelligibility, whereas Lmos guides the model towards
perceptual speech quality. Note that in all these Lmos calculations, we
use a separately trained PMOS model’s output without joint learning.
Lastly, we apply the SDR loss function as proposed in [37], which is
used as the pre-training stage for model training. We observe an average
gain of 0.9 in SI-SDR, however, it yields a poor score according to other
metrics, especially a 0.7 loss in MOS-LQO compared to SE with mse
and sa loss terms.

SE+PMOS is separately investigated with 3 combinations of loss
functions, i.e. mse, mse+sa, and mse+sa+mos. Compared with SE
models, SE+PMOS with mse loss achieves 0.9 SI-SDR and 1.75
MOS-LQO improvements on average, which shows the benefit of incor-
porating the PMOS model. The SE+PMOS:mse+sa model improves the

Authorized licensed use limited to: The Ohio State University. Downloaded on February 15,2024 at 18:17:13 UTC from IEEE Xplore.  Restrictions apply. 



256 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 32, 2024

TABLE II
AVERAGE RESULTS OF THE SPEECH ENHANCEMENT MODELS IN DIFFERENT PERFORMANCE METRICS

TABLE III
AVERAGE TESTING RESULTS OF THE SPEECH ENHANCEMENT MODELS ON CHIME-5 AND CHIME-4 DATASETS

performance further with an average of 0.14 ESTOI gain over the
SE:mse+sa model. The inclusion of the mos loss gives the best MOS-
LQO scores of 5.1 and 6.5 over all the comparison models in noisy and
reverberant conditions, respectively.

MetricGAN optimizes PESQ or STOI, therefore, it outperforms
other comparison models in terms of PESQ and ESTOI, although
the scores for the SE+PMOS approaches are higher according to the
other evaluation metrics even though these metrics are not leveraged
during training. SSEMS yields the lowest scores across all metrics
compared with SE+PMOS and MetricGAN approaches, though we
do parameter tuning for this model. Chi++fQSM,bS estimates quantized
speech, and the results show that it affects the traditional objective
functions. This performs poorly compared with the SE+PMOS and
MetricGAN approaches, however, on average, it outperforms SSEMS
in all criteria, and the SE models in terms of PESQ. With the MOS-LQO
criteria, it fails to produce good scores. This points out the impor-
tance of incorporating perceptual features during enhancement, which
Chi++fQSM,bS clearly lacks.

We calculate the performance of our proposed model using two
combinations of loss functions. Using L (eq:6) in our proposed model,
we obtain the highest SI-SDR scores while maintaining similar PESQ
and ESTOI performance as compared to the best-performing model.
Specifically, our proposed model achieves the highest ESTOI score
and an average PESQ score that is only 0.03 less than that of the best
performing SGMSE model. Contrasting with the Chi++fQSM,bS model,
which uses spectral language model to estimate quantized speech, our
proposed approach outperforms the quantized model according to all
metrics, which proves the significance of joint learning.When com-
paring MOS-LQO scores, our proposed:mse+sa+mos model achieves
better scores than the other models except the SE+PMOS:mse+sa+mos
model with an average of only 0.05 declination. Thus, the inclusion of a

spectral language model helps the model proposed (e.g., mse+sa+mos)
to estimate better quality speech according to the overall evaluation
criteria. It is important to note that our proposed approach performs best
according to SI-SDR in both noisy and reverberant environments, where
this metric is not used by any of the approaches during optimization.

We further examine our approaches using completely unseen cor-
pora. We test models with the CHiME-5 and CHiME-4 corpora where
the models are trained from the COSINE dataset according to the system
setup mentioned in Section III-B. Table III shows the performance
evaluated according to PESQ, SI-SDR, ESTOI, MOS-LQO, and word
error rate (WER). To calculate WER, we use both the conventional
ASR baseline that is provided with CHiME-5 and CHiME-4 dataset,
and the state-of-the-art Whisper [94] model. Within the conventional
ASR, we delve into WER analysis through two distinct avenues:
the GMM-based ASR and the end-to-end ASR offered by the kaldi
toolkit. Our investigation reveals that the end-to-end approach yields
a higher error rate when compared to the GMM baseline. This might
happen due to larger data requirements of the end-to-end ASR sys-
tem as mentioned in [77]. Given this, we opt to employ the GMM
ASR approach in conjunction with the Whisper model to facilitate a
comprehensive comparison of WER performances across enhancement
models. In our assessment with Whisper, we employ a base model
(exclusively English, encompassing 74 million model parameters) to
generate transcripts. From the scores of mixtures, we find that CHiME-5
is more challenging than CHiME-4 with a 118.8% (with whisper,
39.5%) higher WER and a 0.46 lower SI-SDR. Our [proposed] approach
yields the best MOS-LQO scores with 4.9 with CHiME-5 and 6 with
CHiME-4 data. Furthermore, our proposed models exhibit the second
lowest WER of 78.3 (with whisper 30.3) for CHiME-5 and 18.1 (with
whisper 14.8) for CHiME-4, thus demonstrating their robustness and
effectiveness. Notably, SGMSE stands out with top performance in
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TABLE IV
AVERAGE TESTING RESULTS OF THE SPEECH ENHANCEMENT MODELS ON VOICEBANK-DEMAND DATASETS

WER (for both datasets), which can be attributed to its adeptness in
handling complex STFT, allowing it to enhance both the magnitude
and phase of the speech. Note that the WER of the GMM baseline
ASR for the CHiME-5 challenge is 72.8 in binaural and 91.7 in single
array conditions. Here our approaches enhance monaural speech, a
more challenging condition. For whisper, we compute WER only on
meaningful words because it does not detect laughs, noise, or inaudible
portions. Our proposed approach outperforms other comparison models
in terms of SI-SDR with a 5.29 average improvement compared to
others. According to PESQ and ESTOI metrics, SGMSE gives the best
performance, however, the proposed model’s performance is 0.03 and
0.05 lower according to PESQ and ESTOI, respectively. Hence, our
proposed approach is effective on out-of-vocabulary scenario trained
by a comparable dataset.

The assessment of model efficacy extends to an additional in-
dependent dataset, namely VoiceBank-DEMAND, as depicted in
Table IV. In order to provide a comprehensive evaluation of our pro-
posed approach, we have conducted paired t-test statistics against the
proposed model and the comparative approaches, and report the t and
p values where df refers to ‘degree of freedom’. In this context, our
proposed approach demonstrates superior performance when gauged
against all comparable models, showcasing particularly commendable
scores in the MOS-LQO metric (p values are significantly smaller
than 5e− 2), while maintaining competitive ratings in various other
evaluation criteria. However, it’s worth noting that SGMSE surpasses
our approach with statistical significance in PESQ (p = 0.03 < 0.05)
but not in ESTOI (p = 0.4 ≮ 0.05). Moreover, when compared with
MetricGAN, it shows statistically significant improvements in PESQ
(p = 0.04 < 0.05) compared to our approach. In all other comparative
aspects, our proposed model consistently outperforms the other models
with statistical significance. As observed in the CHiME dataset evalua-
tion, the SGMSE technique emerges as the top performer, securing the
highest scores in PESQ, SI-SDR, and ESTOI measurements.

C. Perceptual Quality Evaluation

We finally evaluate our model using P.835 metric [95] to measure per-
ceptual quality. We calculate the DNSMOS score on a scale of [1− 5] (1
= worst, 5 = best) for the mixture, PMOS+SE, MetricGAN, SGMSE,
and our proposed models using the CHiME-4 [76] and CHiME-5 [77]
datasets (simulated and real-recording). Fig. 4 shows the scores. With
CHiME-4, the original mixture scores range from 1.45 to 2.5 with a
median of 1.74. Our proposed model achieves a median MOS of 2.46,
which is higher than the others. Fon CHiME-5, the original mixture
scores range from 1.0 to 4.18. Our proposed model outperforms the
others with a median of 2.25. Our proposed model and PMOS+SE
have smaller standard deviations compared to MetricGAN. Overall,
our proposed model improves noisy speech in both the acoustic and
perceptual aspects.

V. DISCUSSION

Our proposed model outperforms all comparison models on SI-SDR
metrics for both seen and unseen datasets, without optimization of any

Fig. 4. MOS ratings of the speech enhancement modes on CHiME-4 and
CHiME-5 datasets using DNSMOS P.835.

of the models (Tables II, III). This means that our approach improves
speech quality by minimizing the distortion ratio when separated from
the noise component. Additionally, our models yield the best MOS-
LQO ratings on real-world captured audios (CHiME datasets, Table III
and VoiceBank-DEMAND datasets, Table IV). These results are consis-
tent with the findings of [57], [60] that incorporating embeddings from
a speech assessment model improves SE performance, and the results
of [56] that using MOS loss during model optimization leads to higher
MOS-LQO scores. Our proposed approach achieves PESQ and ESTOI
scores that are only slightly lower than those of the best-performing
model, with a difference of only 0.03 for both cases. This indicates that
speech quality and intelligibility metrics are closely related to the sub-
jective speech quality metric (MOS-LQO), and that these metrics can
be improved without explicit optimization. Furthermore, our proposed
model achieves the best average DNSMOS scores with low standard
deviations on CHiME datasets (Fig. 4), indicating that it is effective
in a wide range of real-world noise levels. This is a desirable quality
for an effective SE model to be effective not only in high SNRs and
limited noisy environments, but also in large SNR ranges and real-world
conditions such as those offered by the CHiME dataset.

When comparing our proposed model that uses mse+sa+mos loss
to the PMOS+SE model (as shown in Table III), we can observe
significant improvements in all performance metrics. As both models
use the same loss function, the improvements are attributed to the
incorporation of LM and the joint learning method. Moreover, we
found that these two models exhibit similar performance on the MOS
prediction (Table I), indicating that the benefits of joint learning mostly
impact the enhancement part of the model.
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While the SE+PMOS model exhibits slightly better MOS-LQO
scores on COSINE and VOiCES datasets (Table II), this variance is
attributed to a minor overfitting of the speech assessment model within
the SE+PMOS framework. However, the proposed model excels in
MOS-LQO performance on an unfamiliar corpus (Tables III, IV), indi-
cating the effectiveness of the joint learning approach in counteracting
overfitting on the PMOS model. Thus, our study demonstrates that the
joint learning scheme in the proposed model enhances MOS-LQO per-
formance, particularly on unseen data, outperforming the SE+PMOS
model.

The introduction of the QSM is pivotal in driving our model’s supe-
rior WER performance over others. Functioning akin to a spectrum LM
trained on clean speech, the QSM adeptly rectifies spectral components
within distorted speech mixtures. This correction mechanism likely
underlies the enhanced WER score. Harnessing the QSM’s spectrum
refinement capability, our model effectively counteracts distortion’s
detrimental effects, elevating speech recognition accuracy. The QSM
integration thus stands as a significant contributor to our model’s
improved WER performance compared to alternative approaches. An
intriguing finding is that our proposed model shows a slight decline in
WER% (HMM-ASR model) when MOS loss is incorporated, especially
for larger real-world recordings such as CHiME-5, with degradation
up to 1.1, however with whisper model is the WER is decreasing.
Although our study is not primarily concerned with ASR performance,
this suggests a potential trade-off between ASR accuracy and subjective
speech quality scores with conventional ASR. Further investigation is
needed to comprehend this relationship.

Our proposed method demonstrates that training a speech enhance-
ment (SE) model and a MOS-based speech assessment model jointly
can lead to better speech quality measured by objective metrics such
as perceptual quality, intelligibility, and MOS ratings. However, we
acknowledge that our study’s use of subjective MOS (sMOS) esti-
mation instead of actual human listeners may introduce discrepan-
cies between MOS-LQO and human-rated MOS, which could impact
our findings. To address this limitation, we plan to conduct sMOS
evaluation by human listeners in future work. Although we used the
same MOS prediction model for all comparison models, we believe
that incorporating human-rated sMOS evaluations will provide more
robust insights into our proposed method’s effectiveness. For computing
loss terms, we opt for the MSE loss function along with a bi-gram
language model that considers only time-along transitions. Our aim
is to keep the model simple and focus on the effectiveness of our
approach. However, we acknowledge that using different loss func-
tions for different loss components and employing a more complex
language model that considers both temporal and spectral transition
levels can be beneficial. We plan to explore these possibilities in our
future work.

VI. CONCLUSION

Our proposed speech enhancement model utilizes a speech quality
MOS assessment metric in a joint learning manner and incorporate
quantized ASR-style language model for better performance. The re-
sults show that it outperforms other models in both noisy and rever-
berant environments, as well as in unseen real-world noisy conditions.
It shows that perceptually-relevant embeddings are useful for speech
enhancement. However, we evaluate our model’s subjective score using
a MOS-estimation model. Additionally, our assessment model provides
utterance-level feedback, which may be sub-optimal since the model’s
embeddings are calculated at the frame level. In our proposed LM,
we consider only bi-gram spectral models which are generated by
considering only along-time transitions. In the future, we will explore

higher-order N-gram models that consider both temporal and spectral
transitions to enhance both magnitude and phase responses. We will
address per-frame or window level perceptual score generation in future
work.
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