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Abstract
Research in modeling subjective metrics for quality assess-

ment has led to the development of no-reference speech mod-
els that directly operate on utterance waveforms to predict the
Mean Opinion Score (MOS). These models often rely on con-
volutional layers for local feature extraction and embeddings
from impractically large pretrained networks to enhance gener-
alization. We propose an attention-only model based on Swin
transformer and standard transformer layers to extract local con-
text features and global utterance features, respectively. The
self-attention operator excels at processing sequences, and our
lightweight design enhances generalization on limited MOS
datasets while improving real-world applicability. We train our
network using a sequential self-teaching strategy to improve
generalization on MOS labels affected by noise in listener rat-
ings. Experiments on three datasets confirm the effectiveness of
our design and demonstrate improvement over baseline models.
Index Terms: Speech Quality Assessment, Mean Opinion
Score, Subjective Variance, Swin Transformers.

1. Introduction
Speech quality is a naturalness measure of perceived speech that
human listeners best assess. Environmental noises, reverbera-
tion, background speakers, networking systems, and signal pro-
cessing can degrade the quality of perceived speech, since they
introduce unwanted sounds and distortions that affect the in-
tended listener. Quality assessment is therefore of significance
for the evaluation and improvement of many systems, includ-
ing those for text-to-speech synthesis, voice conversion, speech
separation, and speech enhancement.

Assessment metrics are classified into objective and sub-
jective categories. Objective metrics are deterministic, whereas
subjective metrics depend on human feedback. Early works in
deep learning for quality assessment modeled objective metrics,
namely Perceptual Evaluation of Speech Quality (PESQ) [1]
and Short Time Objective Intelligibility (STOI) [2]. Quali-
tyNet [3] was a recurrent model proposed to map the magnitude
representations of speech to PESQ. Similarly, the discriminator
in MetricGAN [4] was a convolutional model proposed to map
enhanced speech to PESQ or STOI. However, Reddy et al. [5]
have shown that objective metrics are not strongly correlated
with human perception.

Current research focuses on modeling subjective metrics,
primarily the Mean Opinion Score (MOS) [6]. It is defined
as the averaged listener rating for a given utterance on a scale
from 1 (very unnatural) to 5 (completely natural). Many well-
performing models predict MOS nonintrusively (requiring only
degraded input), since a clean speech reference is not avail-
able in many real-world scenarios [7]. Deep Noise Suppression

Mean Opinion Score (DNSMOS) [5] is a convolutional model,
MOSNet [8] and Listener-Dependent Network (LDNet) [9] are
hybrid convolutional recurrent models, while NISQA [10] is a
hybrid convolutional attention model, all proposed to map only
the magnitude representations of degraded speech to MOS.

Previous models used only speech magnitude representa-
tions as input, as the phase is unstructured and has historically
been considered unimportant for a long time [11]. However,
studies have now shown the importance of phase in denois-
ing [12] [13], establishing the waveform input (implicitly con-
taining both magnitude and phase) as more informational. UT-
MOS [14] and SSL-MOS [15] are large models based on self-
supervised learning (SSL) proposed to map an utterance wave-
form to the MOS metric. Their SSL component, wav2vec [16]
and HuBERT [17] models, use a stack of 1D convolutional lay-
ers to generate features directly from an utterance waveform.
Similarly, MTQNet [18] uses SSL features, but concatenates
power spectral features and learnable filter banks to predict
MOS. In general, SSL models achieve high accuracy but are
prohibitively large (e.g., ∼95M parameters), making them un-
suitable for resource-constrained applications like earbuds or
hearing aids, which typically run on microcontrollers with less
than 1 MB of RAM and require inference latency under 10 ms.

Inspired by the success of attention-only architectures in
NLP [19], vision [20], and speech [21], we propose Attentive-
MOS. It is an attention-only architecture (most optimally suited
to sequential inputs) to model the subjective MOS metric using
an utterance waveform as the input. The network size, con-
sisting of only 86K parameters, is significantly lighter than the
SSL-based quality prediction models. A smaller network size
facilitates generalization in sparingly available MOS datasets
and precludes the need for pre-training or transfer learning.
Our AttentiveMOS architecture is a cascade of Swin trans-
former [22] and standard transformer layers. The acoustic prop-
erties of an utterance vary over time. We propose using a Swin
transformer to locally capture these temporally varying acous-
tic features. The Swin transformer was originally proposed to
operate on windows of image patches having spatial structure;
however, we adapt it to groups of temporal frames of speech
(termed contexts). The local context features are further aggre-
gated to global utterance features using standard transformers.
Our training strategy aims to improve generalization under sub-
jective variance in labels. This subjective variance arises from
the fact that multiple listeners have different ratings for the same
utterance signal. We treat it as noise in the true MOS label and
use a multistage self-teaching strategy proposed in [23]. Fi-
nally, experiments with the Samsung Open Mean Opinion Score
(SOMOS) [24] and the Blizzard Voice Conversion Challenge
(BVCC) [25] datasets validate our design and show improve-
ments over existing baselines on error and correlation metrics.
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Figure 1: The architectural diagram of our proposed AttentiveMOS model. y corresponds to the MOS prediction of the input utterance.

2. Proposed Approach
In the following subsections, we elaborate on our model design,
its underlying intuition, and its training strategy. Our training
aims at improving generalization when the MOS ratings of an
utterance vary between multiple listeners.

2.1. Model Architecture

The block diagram of our architectural design is shown in Fig. 1.
In the first step, a 1D waveform Rn of duration T seconds is re-
shaped into small frames of 2ms with an overlap of 1ms. This
operation is performed in the wave framing block, the output of
which is a 2D representation RF×S of frames F and samples
per frame S for a single utterance. The frame size is chosen
small because it directly correlates with the model size.

In the second step, a linear embedding layer maps each
frame to a latent space of dimension D, hence the output
RF×D . Typically, positional information is added to feature
embeddings before feeding to a transformer. This is because the
self-attention operation in the transformer is permutation invari-
ant. However, we did not add any positional encodings to our
frame embeddings. We experimentally observed that it deterio-
rated the performance of our model. We believe that modeling
the sequential structure is relevant to learning linguistic content
in speech, but perceptual quality content (including noise) is in-
dependent of sequential dependencies.

In the third step, a Swin transformer captures local depen-
dencies within groups of frame tokens. This contrasts with a
standard transformer that captures global dependencies across
all input tokens. The acoustic features vary across an utterance,
which motivates our use of Swin transformer to capture local
dependencies. We further delineate its operation in subsection
2.2. Its output has the same dimensions RF×D as the input, but
encompasses local dependencies within groups of frame tokens.
We term a group of successive frame tokens context.

In the fourth step, the output of the Swin transformer is fed
to a max pooling layer. The 1D max pooling operation merges
mi frame tokens in each block i to compress information along
the time axis. For example, the output dimensions of block i=1
will be R(F/m1)×D . Our choice of max pooling differs from the
proposition in [22], where a linear layer was used to merge the
image patches. However, our experiments show that the max
pooling performs better than a linear layer. We believe it is also
because a linear layer applied to consecutive frame embeddings
attempts to model sequential structure, whereas acoustic con-
tent is independent of such sequential dependencies. We call
an embedding or max-pooling layer together with a Swin trans-
former a local modeling block. A cascade of K+1 such blocks
reduces the number of frames and captures local dependencies
within contexts, resulting in RN×D dimensional output.

In the fifth step, we prepend a learnable [MOS] token at the
start of the N frame tokens. The R(1+N)×D dimensional input
is fed to a standard transformer, also termed a global modeling
block. This standard transformer applies attention across all
tokens, hence aggregating acoustic information for the whole
utterance. This information is also shared with the [MOS] token
embeddings during self-attention. In total, we have M global
modeling blocks cascaded sequentially, resulting in R(1+N)×D

dimensional output.
In the final step, we have a shallow multilayer perceptron

mapping the R1×D embeddings of the [MOS] token to a scalar
value. This value is the MOS prediction corresponding to the
input utterance. Our network has 86K trainable parameters in
total when the embedding size D=16.

2.2. Swin Transformer

The Swin transformer [22] was originally proposed for images;
however, we adapted it for speech. We explain its mechanism
using a toy example of an utterance with eight frame tokens.
The architecture diagram is shown in Fig. 2. It consists of two
standard transformer layers stacked one on top of the other.
The first layer models dependencies within contexts, whereas
the second layer models dependencies within shifted contexts.
Shifted contexts ensure that dependencies at context disjunc-
tions in the first layer are also captured.

In the first transformer layer (left part in Fig. 2), a layer nor-
malization step normalizes the features of all frame tokens in
the utterance. Next, a frame-to-context operation groups frame
tokens into disjoint contexts via a reshaping operator, so only
local rather than global dependencies are captured. Multihead
self-attention (MHSA) captures these local dependencies within
each context. Following this, a context-to-frame operation re-
verts contexts to frame tokens via reshaping. A residual term is
added to all frame tokens through a skip connection. This result
is then passed through a sequence of layer normalization (LN),
multilayer perceptron (MLP), and another skip connection to
yield the output of the first transformer layer.

In the second transformer layer (the right portion in Fig. 2),
the input is circularly shifted to the left by half the context size.
This shifting ensures that dependencies at disjunctions of pre-
vious contexts are now captured in the newly formed shifted
contexts. The architecture of this transformer layer is identical
to the first one, except for masking during self-attention. It can
be seen that the start tokens [1, 2] and the end tokens [7, 8] are
within the same context in the shifted sequence [7, 8, 1, 2]. We
want to prevent modeling the cross-interaction between the start
and end tokens because they do not occur together in the origi-
nal sequence. For this reason, we use a boolean mask to allow
only end tokens [7, 8] to interact mutually and start tokens [1, 2]
to interact mutually but prevent their cross-interaction.
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Figure 2: Swin transformer for speech with 8 frame tokens.

2.3. Training Objective

The mean opinion score (MOS) label is the average of multiple
listener ratings collected for an utterance signal. We hypothe-
size that MOS labels of all utterances are not an equally good
estimate of their subjective quality. Utterances with a small
standard deviation in their listener ratings have strong MOS la-
bels, whereas utterances with a large standard deviation in their
listener ratings have weak MOS labels. Therefore, we propose
penalizing an utterance prediction based on its distance from
the label and the quality of that label. Our training objective is
given as follows.

l = ln (1 +
|y − µ|
σ + ϵ

) (1)

where y is our model prediction, µ is the MOS label, σ is the
standard deviation in listener ratings, and ϵ is a small constant
empirically determined at 0.01.

2.4. Sequential Learning

The sequential self-teaching framework (SUSTAIN) [23] was
proposed to iteratively improve the generalization performance
of a supervised model on noisy labeled datasets. It involves
training a sequence of models, wherein the model in the current
stage receives co-supervision from the model in the previous
stage(s). This co-supervision is derived from a convex combi-
nation of the dataset label and the outputs of one or more models
from earlier stages. At any stage, teacher-student models can
have an identical architecture, hence the name self-teaching.

We treat the difference in listener ratings of the same utter-
ance as noise in an unknown true label and adopt the SUSTAIN
framework as in [5]. A series of models using the Attentive-
MOS architecture are trained to enhance generalization despite
the subjective variance in MOS labels. The training label for
co-supervision at any stage is determined as follows.

µm = (α0 · µ) +
m∑
i=1

(αi · yi−1) (2)

where µm and µ correspond to the student label in stage m and
the MOS label in the dataset, respectively. yi−1 corresponds to
the prediction of the model from previous stages. The data set
label and teacher predictions are weighted by αi, where the sum
of all weights αi must equal 1.

Table 1: Statistical Summary of Datasets.

Dataset # Samples
Nmin σavg

Train Dev Test

SOMOS 14,000 3,000 3,000 17 1.124
BVCC 4,974 1,066 1,066 8 –
NISQA 11,020 2,700 952 5 0.666

3. Experimentation
3.1. Datasets

In this study, we used three MOS labeled datasets, namely the
Samsung Open Mean Opinion Score (SOMOS) [24] from the
speech synthesis domain, the Blizzard Voice Conversion Chal-
lenge (BVCC) [25] from the voice conversion domain, and the
Non-Intrusive Speech Quality Assessment (NISQA) [26] from
the speech enhancement domain. A statistical summary of these
datasets is given in Table 1, where Nmin is the number of mini-
mum of ratings per sample and σavg is the standard deviation in
averaged across training set.

The SOMOS dataset contains utterances synthesized from
neural text-to-speech systems in a single-speaker scenario. It
consists of two tracks based on label quality, namely SOMOS-
full and SOMOS-clean. The SOMOS-full dataset contains all
listener ratings for each utterance, while the SOMOS-clean
dataset has been manually filtered to remove spurious ratings.

3.2. Experimental Setup

All utterances are sampled at 16kHz. The duration of all input
utterances is set at 20.48s, signals shorter than this duration are
padded with trailing silence. The wave framing block divides
utterances into frames of 2ms with 1ms overlap. A small frame
requires a small token, which leads to a lightweight network,
since the token size D is directly correlated with the number of
trainable parameters.

AttentiveMOS has K+1 local modeling blocks, where
K = 6. The size of the context in each Swin transformer is
[10, 4, 4, 4, 4, 2, 2]. This context size in a Swin transformer is
analogous to the kernel size in a convolutional layer. The kernel
size in the max-pooling layers is [5, 2, 2, 2, 2, 2]. Local mod-
eling blocks reduce F = 20480 frames to N = 128 tokens.
Subsequently, the M = 12 standard transformers apply atten-
tion to all tokens to generate global features. Lastly, a shallow
MLP having two dense layers with GELU activation followed
by a linear layer maps the [MOS] token embeddings to a scaler
value. All hyperparameter values are determined experimen-
tally and from the literature.

For training, we used AdamW optimizer with a fixed 10−4

learning rate and gradient clipping. The batch size was set at 8,
a small number for good regularization, and the model is trained
separately on each dataset for 250 epochs.

3.3. Architecture and Loss Analysis

The design decisions for the architecture are analyzed on the
SOMOS dataset in Table 2. These decisions pertain to posi-
tional encodings and merging frames in local modeling blocks.
For positional encodings, validation performance of two archi-
tecture configurations is compared. In one configuration, fixed
sinusoidal encodings are added to frame embeddings before
providing the input to the Swin transformer, whereas the other
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Table 2: Analysis of Positional Encodings (PE), Frame Merging
(FM), & Training Loss using SOMOS Validation Set.

Clean Set Full Set

MSE↓ PCC↑ MSE↓ PCC↑

PE: Included 0.292 0.344 0.140 0.318
PE: Excluded 0.265 0.422 0.132 0.394

FM: Linear 0.304 0.289 0.148 0.256
FM: Avg Pool 0.292 0.347 0.138 0.336
FM: Max Pool 0.265 0.422 0.132 0.394

Loss: MAE 0.267 0.408 0.128 0.397
Loss: MSE 0.257 0.449 0.127 0.412
Loss: Ours 0.265 0.422 0.132 0.394

configuration excludes positional encodings. The performance
with learnable encodings is not analyzed because it significantly
increases the network size, making a fair comparison infeasible.
Our results show that including positional information deterio-
rates validation performance. For merging frames, validation
performance of three architecture configurations is compared.
In one configuration, a linear layer inputs a group of frame to-
kens (equivalent to kernel size in pooling layers) and merges
them to a single frame token. Alternatively, an average-pooling
and a max-pooling layer are used in the other two configura-
tions, respectively. Our results show that max pooling yields the
best performance. These results follow that acoustic features in
an utterance are independent of sequential structuring.

Next, we compare the validation performance of Attentive-
MOS on the SOMOS dataset when it is optimized for three
different loss functions: Mean Absolute Error (MAE), Mean
Squared Error (MSE), and our proposed loss function (1). MAE
and MSE penalize a model prediction only based on its distance
from the MOS label, whereas our proposed loss function penal-
izes a prediction based on both the distance from MOS label
and its subjective quality. We observe that the MSE objective
results in the best performance and that our proposed objective
does not perform as well. Perhaps it is because the error and
correlation metrics assign equal importance to all (prediction,
label) pairs. In reality, each label is not an equally strong qual-
ity representation of its utterance. We will further explore this
idea in future work.

3.4. Baseline Comparison

A performance comparison of AttentiveMOS with baseline
models is given in Table 3. The results are reported on the
SOMOS-clean validation set when each network has separately
been trained on three datasets. The three training datasets,
SOMOS-clean, SOMOS-full, and BVCC are in-distribution,
out-of-distribution, and out-of-domain with the SOMOS-clean
validation set, respectively. The baseline models include
MOSNet [8], LDNet [9] and SSL-MOS [15], all of which are
fairly recent and frequently used in the literature. Their reported
performance is taken from [24], where researchers trained each
model from scratch. It is important that all models be trained
from scratch on the same dataset for a fair evaluation of the
proposed architecture, since a model performance is subject to
data availability and the use of pretrained embeddings.

Our results show that AttentiveMOS has better performance
than MOSNet and LDNet, and comparable performance to
SSL-MOS when trained on the SOMOS-clean set. However,

Table 3: Models separately trained on three datasets and eval-
uated on the SOMOS-clean Validation set.

Model (trainset) MSE↓ PCC↑ SRCC↑

MOSNet [8] (VCC2018) 0.843 -0.075 -0.084
MOSNet [8] (SOMOS-full) 0.598 0.218 0.238
MOSNet [8] (SOMOS-clean) 0.729 0.352 0.347

LDNet [9] (BVCC) 1.011 0.040 0.032
LDNet [9] (SOMOS-full) 0.581 0.262 0.275
LDNet [9] (SOMOS-clean) 0.642 0.397 0.386

SSL-MOS [15] (BVCC) 2.217 0.229 0.230
SSL-MOS [15] (SOMOS-full) 0.564 0.296 0.313
SSL-MOS [15] (SOMOS-clean) 0.625 0.453 0.444

AttentiveMOS (BVCC) 0.390 0.113 0.109
AttentiveMOS (SOMOS-full) 0.312 0.445 0.433
AttentiveMOS (SOMOS-clean) 0.257 0.449 0.442

SSL-MOS is based on the wav2vec architecture, which has 95M
parameters, whereas our model has only 86K, making it signif-
icantly more lightweight. AttentiveMOS achieves the best per-
formance on all metrics when trained on the SOMOS-full set.
However, it does not generalize well when trained on the BVCC
dataset which is out-of-domain with the evaluation set.

We analyzed AttentiveMOS on the NISQA dataset. It
achieved PCC values of 0.861, 0.769, 0.666, 0.558, and 0.359
on simulated training set, live training set, P501 test set, FOR
test set, and LIVETALK test set (out-of-domain), respectively.

3.5. Impact of Sequential Learning

The generalization performance with sequential learning on
MOS labels is shown in Table 4. The results are reported on
the SOMOS-full set because it includes spurious ratings from
listeners in addition to authentic ones, hence the generaliza-
tion over noisy labels can be better observed. The MSE loss
is used for training in all stages since teacher predictions are
deterministic, hence zero variance in labels. The α values in
stages m = 1, m = 2, and m = 3 are [0.4, 0.6], [0.3, 0.3,
0.4], and [0.225, 0.225, 0.25, 0.3] respectively. We observed
student model in later stages converge quicker and show better
performance. The performance begins to saturate after m = 3.

Table 4: Self-teaching Performance on SOMOS-Full Set

Stage Validation Set Test Set

MSE↓ PCC↑ MSE↓ PCC↑

Base 0.127 0.412 0.126 0.403
m = 1 0.126 0.409 0.123 0.414
m = 2 0.123 0.431 0.121 0.432
m = 3 0.124 0.428 0.121 0.429

4. Conclusion
We proposed a lightweight attention-only network for model-
ing speech quality by capturing local context and global utter-
ance features. Our network improves on existing baselines and
sequential learning improves generalization on MOS labels af-
fected by noise in listener ratings.
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